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What is sensitivity analysis?

“Sensitivity analysis” can refer to a number of different
techniques

Today we’ll be talking about sensitivity analysis for
unmeasured confounding in observational studies, also known
as bias analysis

We typically use sensitivity analysis to answer the following
questions:

How much would some hypothetical level of unmeasured
confounding change our causal estimates?
How strong would unmeasured confounding have to be to
render our causal estimates substantively and statistically
insignificant?
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When should we use sensitivity analysis?

Whenever we try to estimate causal effects using a
selection-on-observables approach

When we try to estimate the effect of some treatment on some
outcome by conditioning on a set of observed confounders,
we should always worry about unobserved confounding
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How do we typically do sensitivity analysis?

1 We make some assumptions about our unobserved confounder(s)

Is our confounder binary? Continuous? Categorical?
Does it interact with the treatment?
How many unobserved confounders do we have?

2 We pick some hypothetical values for the strength of the unobserved
confounding

3 We assess how our causal estimates would change given:

The values we plugged in for the strength of the confounding
The assumptions we made about the unobserved
confounder(s)

4 Alternatively, we can calculate what the strength of the confounding
would have to be to reduce our causal estimate to a substantively and
statistically insignificant value

This approach also relies on assumptions we make about the
unobserved confounding
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Origins of Sensitivity Analysis

Cornfield, et al. 1959. “Smoking and Lung Cancer: Recent
Evidence and a Discussion of Some Questions.” Journal of the
National Cancer Institute.
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is observational

There might be an unobserved biological trait—Hormone X
—that causes a person to both smoke cigarettes and develop
lung cancer

The association between lung cancer and smoking is spurious
rather than causal
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Cornfield, et al.:

Okay

Fine

Let’s say this unobserved Hormone X causes both smoking
and cancer

But if you believe this confounder explains the entire
association between smoking cancer, you also have to believe
that this biological trait is nine times more prevalent among
smokers than among non-smokers, and sixty times more
prevalent among people who smoke two packs a day than
among non-smokers
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Why use sensitivity analysis?

Sensitivity analysis can be a powerful tool that allows you to
make the case for causality even in the presence of potential
unobserved confounding

We might not be convinced by Cornfield’s sensitivity
analysis—it’s not entirely implausible that Hormone X really is
sixty times more prevalent among those who smoke two packs
a day

But at the very least, I think sensitivity analysis can boost
our confidence that an effect is causal even if it fails to
completely convince us



Ding and VanderWeele: Motivation

The entire purpose of sensitivity analysis is to relax the
assumption of no unobserved confounding

But in order to relax this assumption, we have to make other
assumptions about the nature of the confounding!

What if our readers don’t buy our assumptions about the
unobserved confounding?

What if we’re really uncertain about the nature of the
confounding?
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Ding and VanderWeele’s Solution

Develop a technique for doing sensitivity analysis without
making assumptions about the nature of the confounding

This technique allows us to make claims like:

“For an observed association to be due solely to unmeasured
confounding, two sensitivity analysis parameters must satisfy [a
specific inequality].”
“For unmeasured confounding alone to reduce an observed
association to [a given level], two sensitivity analysis
parameters must satisfy [another specific inequality].”

Plotting all the values of the parameters that satisfy the
particular inequality helps communicate your sensitivity
analysis results
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Relative Risks

In quantitative social science, we typically talk about Average
Treatment Effects (ATEs):

E.g., “Obtaining a college degree causes a $3,500 increase in
annual earnings on average.”

In contrast, we’re mostly dealing with relative risks in this
article:

E.g., “On average, smoking cigarettes makes it 4.3 times more
likely that a person develops lung cancer.”

For continuous outcomes, we use the ratio by which the
treatment increases the expected outcome:

E.g., “Completing a job training program increases future
earnings by a factor of 1.3 on average.”
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Notation

E - Treatment (binary)

D - Outcome (binary)

C - Measured confounders

U - Unmeasured confounder (categorical with levels
0, 1, . . . ,K − 1)



Notation

Let RRobs
ED|c denote the observed relative risk of the treatment

E on the outcome D within stratum C = c of the measured
confounders

Notation:

RRobs
ED|c =

Pr(D = 1 | E = 1,C = c)

Pr(D = 1 | E = 0,C = c)

Intuition:

RRobs
ED|c =

Probably of observing the outcome

among treated units in stratum C = c
Probably of observing the outcome

among control units in stratum C = c
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to the maximum relative risk comparing any two categories of
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“Effect” refers to the ratio of the highest probability of the
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k=0 Pr(D = 1 | E = 1,U = k) Pr(U = k | E = 1)
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Note: the ratio of weighted averages is numerically equivalent to
the ratio of weighted sums, since 1
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Results

Without making any assumptions about the nature of
confounding, we can show that the following inequality must
hold:

RRtrue
ED ≥ RRobs

ED ÷
RREU × RRUD

RREU + RRUD − 1

We can think of this expression as a lower bound on the true
causal relative risk of the treatment E on the outcome D

If we redefine RREU as maxkRR−1EU,k , and our observed

RRobs
ED < 1 we can obtain an upper bound on the true causal

relative risk:

RRtrue
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ED ×
RREU × RRUD

RREU + RRUD − 1
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would have to be to completely explain away the observed
effect if we let RRtrue

ED = 1

Note that we are using the original definition of RREU
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Results

All of the results covered up until now apply within a given
stratum C = c

What if we want a more general inequality for our sensitivity
analyses?

If we’re interested in true causal relative risks averaged over
observed covariates C , then our sensitivity analysis parameters
must satisfy the following inequality:

RRtrue
ED ≥ minc

(
RRobs

ED|c ÷
RREU|c × RRUD|c

RREU|c + RRUD|c − 1

)
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Implementation

What exactly am I supposed to do with these results? How do
I implement these sensitivity analysis techniques?

How to obtain a lower bound:

1 Calculate RRobs
ED from your data

2 Pick what you think are the highest plausible values of RREU

and RRUD

Ask yourself: How strong could the confounding between our
treatment E and outcome D plausibly be?
If you actually want to persuade people who disagree with
you, be generous

3 Plug your observed RRobs
ED and your chosen values for RREU

and RRUD into this expression to get a lower bound for the
true causal relative risk:

RRobs
ED ÷

RREU × RRUD

RREU + RRUD − 1
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Implementation

How to obtain an upper bound:

We could use the same method as for the lower bound, but
this time choosing the lowest plausible values for RREU and
RRUD

This would actually give us a conservative upper bound
We might opt for this more conservative upper bound if we’re
very uncertain about the degree of confounding or if we’re
trying to convince a skeptical audience

Alternatively, we could use this inequality to obtain an upper
bound, again plugging in the lowest plausible values for
RREU and RRUD :

RRtrue
ED ≤ RRobs

ED ×
RREU × RRUD

RREU + RRUD − 1

Recall that for this inequality, we redefine RREU as
maxkRR−1

EU,k , and our RRobs
ED must be less than 1
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Implementation

One drawback to the upper- and lower-bound techniques—in my
view—is that it can be difficult to think about what the highest
and lowest plausible values for our relative risks are without coming
up with a concrete example of a confounder and making
assumptions about it.



Implementation

How strong would confounding have to be to render the true
causal relative risk statistically and substantively
insignificant?

1 Pick a true causal relative risk that is close enough to 1 to be
substantively insignificant

Ask yourself: How close to 1 would the true causal relative
risk have to be for you to not care about it?

2 Calculate RRobs
ED and a 95% confidence interval

3 Plug in the lower confidence limit of RRobs
ED and our

hypothetical RRtrue
ED to find the values of RREU and RRUD that

satisfy the inequality:
RREU × RRUD

RREU + RRUD − 1
≥ RRobs

ED

RRtrue
ED

4 Plot the values of RREU and RRUD that satisfy the inequality

What I like about this approach is that you can leave it to
your audience to decide how plausible the resulting level of
confounding is
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Dealing with Continuous Outcomes

What if we’re working with a continuous, rather than a binary,
outcome?

Replace the confounder–outcome relative risk with the
maximum ratio by which the confounder increases the
expected outcome comparing any two confounder categories

Warning: Only works with positive continuous outcomes
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Dealing with Continuous Outcomes

What if our outcome takes on negative values?

You could dichotomize the continuous outcome

E.g., instead of earnings, the outcome could be earning above
or below some given threshold (the poverty line, the top
quintile of the earnings distribution, etc.)
Unless you have a strong theoretical reason for choosing a
specific threshold (and probably even if you do), you should
see how robust your results are to alternative thresholds

You could conduct separate analysis for positive and negative
values

If our outcome is net worth, we could run separate analyses for
net debtors and net asset holders
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The lower bound of our confidence interval for RRobs
ED is 2.1

We want to find and plot the smallest values of RREU and
RRUD that would reduce the lower bound of our confidence
interval to 1
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Plot values of the sensitivity analysis parameters needed to
explain away your effect estimate:



What our plot tells us

In order to explain away the effect estimate among white men
with no college degrees:

1 Those who complete the job training would have to be around
four times more likely to possess some level of work ethic
compared with those who don’t enroll, and

2 The maximum of the relative risks of work ethic on future
employment comparing any two levels of work ethic would
have to be around four
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1 The authors frame the paper as relevant to some causal claim
or question

2 They review theoretical literature that makes causal claims
3 They assess the association between the relevant treatment

and outcome, conditioning on potential confounders
between the treatment and outcome

4 But when they present their results, they emphasize that their
models are “descriptive” and caution that they should not be
interpreted causally
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1 Why is this relevant to causal claims if we’re not supposed to
draw any causal conclusions about your results?

2 Why are you conditioning on potential confounders if your
goals are descriptive?

What I think these authors are suggesting is that even if they
don’t have unbiased estimates of treatment effects, their
results should still boost our confidence that there is some
underlying causal relationship

I think that’s correct!

But I think that sensitivity analysis gives us a sense of how
much more confident we should be that there is a causal
relationship
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So instead of saying:

“There is unmeasured confounding between the treatment and
the outcome, but that’s okay because my results are merely
descriptive.”

We should say:

“Look, we’re interested in this causal relationship, and we
know our methods give us biased causal estimates, but we did
this sensitivity analysis to show you how different levels of
unmeasured confounding would change our results and how
bad the confounding would have to be to render our results
insignificant.”
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What are your thoughts?


